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ABSTRACT

Storytelling and narrative creation are recentregts in the areas
of interactive media designs. Instead of usingueairteality-based
3-D models, we propose a system which uses vidgdmtdogies
to generate video story from existing avatars amttos, with
moderate avatar control technologies. The user omlgds to
involve in two steps: (1) select a background videwideo scene;
and (2) pick an “object track” and set up its tcapey. In order to
plan for a realistic narrative, several issues sashcomputing
relative sizes of avatars, object pasting, and ovidene
generating are considered. We use an algorithmafigning
motion of object tracks in order to make object sroent
smoother. For producing a video static scene ifetudalibrating
all layers, we maintain a motion map for each vittame and use
the maps as guidance when removing objects in vided
combining all frames back to a video scene. To gaeea
dynamic background, we proposed motion inpaintiogcteate
more dynamic textures and insert the new patch impainting
area to generate a new dynamic background. An gothdool
equipped with special functions to integrate ddfeér motion
tracks for the generation of video narratives sogbresented in
this paper.

Categoriesand Subject Descriptors
1.4.4 Restoration, 1.4.5 Reconstruction, 1.4.3 Bmdement

General Terms
Algorithms, Design, Experimentation

Keywords
Motion interpolation, Special Effect, Video Inpamdg, Video
Narrative Generation, Video Planning

1. INTRODUCTION

Special effect production in movie industry is tic@nsuming and
challenge. Augmented Reality is commonly used gitali movies.
The creation of 3D models and animations could oglyexiting

software tools and hardware tracking devices. Haweit takes a
tremendous amount of human effort for post prooessi
Alternatively, special effect can be created byed8yy actors
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extracted from a blue background. It is relativeglistic to create
special effects, within a studio for real persosscampared to
using 3D models. However, to create outdoor spegffects is
hard, especially for those in a dangerous zone.p/dpose a
series of methods to plan video narratives by uskigting video
clips, which can be combined, extended, interpdlate altered.

Narrative and story planning [3] could use a mixezhlity

approach by tracking an avatar in video. The avatar be
combined with a pre-defined 3-D virtual reality nebdThe work
discussed in [3] uses an artificial intelligencehgique for
interactive story telling. A critical step to makiee story looks
real is the precision of object tracking in a vidé@r real-time
applications, efficient solutions such as thoseppsed in [4, 7]
seems to be useful. However, a simple but efficigatking

technique is not enough if one consider subdividingdeo into
multiple layers due to diversity of layer combiats. Our
research is based on two earlier contributionswitpainting [6,
10, 13] and video forgery [9]. In this paper, tr@wncontribution
is on the generation of a multilayered video schamavhich

includes distances of different layers due to caw tracking and
segmentation mechanism. In addition, a spatioteatigmacement
algorithm is proposed to precisely place avatarthinschematic.
Color properties are adjusted such that combinaygrs from
different video sources can be presented realilstica

The challenge in building a video narrative authgrtool is to
generate a spectacular dynamic background. Dynixigres are
very hard to create. For dynamic background panarmgemeration
[17], Rav-Acha et al. proposed dynamic mosaicsvigeping the
aligned space-time volume of the input video byimaetfront
surface and by generating a sequence of time sli¢esalgorithm
can control dynamic background speed. Texture efdynamic
background is used to extend the length of videspited by this
approach, we propose a hew method called “motipaiiring.”
Our algorithm can generate extra features of a mima
background and thus is uses in our authoring tool.

In section 2, we talk about video scene generafibiere are two
parts in the section, the first is static backg@eneration and
the second is dynamic background processing. Waisishow to
merge the background and foreground smoothly amaraily in
section 3. Section 4 shows the experimental resultsthe final
section is the conclusion.

2. VIDEO SCENE GENERATION

The first issue in generating a video narrativedisproduce a
visually pleasant video scene. There are two kofdsackground
to be generated. One is the static background anther is the
dynamic background. We will discuss these two pantghe
section. In generating static background, giverelacsed video



clip, the first step is to construct motion mapsath frame. After
the motion maps are computed, the procedure of eram
referencing can find out appropriate informatioronfr other
frames to replace the area of possible missinggforend object
through the assistance of motion vectors. The ghaeeof frame
combination can also be achieved by using motidorimation to
determine the overlap areas between consecutimeefaln order
to generate extra dynamic background, we propasmnamethod
called “motion inpainting” to choose a patch wigyndmic texture
and try to extend the video to an arbitrary lendtfier selecting
new patches, we insert them in the inpainting ame blend the
inserted patch with the source background.

2.1 Static Background Generating

To generate static background, there are thres.stége first is to
compute the motion map for every video frame. Aftextion map
computing, if there were some objects to be remowedcan rely
on the motion map to finish the process. Finallg have to
generate a panorama. The panorama allows theaisentrol the
background moving speed.

In order to maintain temporal continuity, we pro@as motion
map algorithm. The following are the main stepthefalgorithm:

1. Use CDHS algorithm [4] to compute motion vectors
2. Generate a new frame.~by the motion vectors from stepl.
3. Compare the differences betwdgn andF,’

4. Construct a motion map based on the motion vecmculated
from each block.

After the above algorithm is implemented, we care uke
information of motion map to remove unnecessaryeasj The
method is similarity to one discussed in [13]. Wee uhe video
inpainting algorithm for object removal. Figure hosvs two
results.

Finally, we have to generate a panorama from tkaltein the
above steps. The algorithm of multi-band blendigpydroposed
by Burt and Adelson is commonly used in combiniwg br more
images for generating a large image mosaic. In ghigion, we
used this technique with a simple 3-band schenmotobine all
frames in a video. Hence, a video scénean be generated by
using this technigue and also can be describedllasvé:

F={JB(r)

i=1toN

1)

whereN is the frame number in a videg, i6 a frame after remove
the foreground objects at timeandB is the function of frame
blending. Figure 1 (e) is a panorama sample.

(a) source frame

(b) after object removal

(e Camera Motion: Panni Video
Figure 1. Results of patch referencing and frareedihg

2.2 Dynamic Background Generating

The continuity of dynamic background is very haodnaintain.
We can'’t use the above method or image inpaintlggrithm to
do the dynamic background generating. Traditionalage
inpainting tries to restore area covered by patftoes other areas
in the same frame. But the dynamic background daminpainted
by nearby patches. It is necessary to consider témeporal
continuity in all frames of videos. In this reasarg propose a
motion inpainting algorithm to generate severaraxarts from
dynamic background. There are two important stapsthis
approach, the firsts is to extend the length oéwidnd the second
is patch blending.

2.2.1 Extension of Video Length

Before we extend the length of the input video,hage to choose
an inserted patch and inpainted area. And, we agithpute the
similarity of the structure information in the edgé the insert
patch and the inpainted area. To compare the sitpilaetween
the inserted patch and inpainted area, we use dHewfng
formula:

p1lgil
Structurg,y, =2 |Struct,.(i +a, j +b) = Struct, (i +a, j +b)
a=0 b=0

2
where, strugteckis the patch of the computing frame to make the
estimation. The function strycis the inpainted area in the first
frame. After computing, we can get a frame numbéat means
the patch of this frame fits the best to the infedrarea in the first
frame. Because the frame number for computing tsdedinite,
the lengths of the two patch video are not the s&@yehis reason,
we have to extend the length of the video to makefinal video
much better.

In order to extend the length of the selection Ipaideo, we have
to analyze the video. Video texture [14] was pregbto find the
loop in a video. This algorithm is suitable for tos extend the
patch video. The original algorithm computes whsiee of the
frame; it will cost too much time to analyze thele®. Another
problem is that every part of dynamic backgrounddsthe same.
The analysis of original algorithm can’t look forbest loop to



extend the video. So we modify the algorithm tenpate a small
patch video. The following is our video analysigalthm:

1. Select the patch need to analyze

2. Computing the similarity between each frame. fdllewing is
the formula of this step.

©)

,whereN is the number of the frames. Anah is the computing
frame number. We close m as 2 in our experimentcdimpute
the similarity between each frame in the video ,clig use L2
norm to finish this computing. Finally, we can getnatrix which
records the similarity of the frames, as demonstran figure 2.
In the next step, the loop will be according tostimatrix to
generate.

Figure 2. A example of similarity matrix from eafthme in a
video. The intensity in the matrix represents tinalarity (the
higher the intensity, the more similar of frames).

3. After step 2, we can generate the matrix froenftames of the
video clips. In figure 4, we can see the similastof the diagonal
are the best cases in the matrix. The reason ishbkavalues on
the diagonal are computing from fraraed frame So, the results
are the best. In order to extend the length oftiveo, we have
to find the best loop from the matrix. At first,ethoop begins on
the last frame. We will accord the matrix to fitetmost similar
frame to connect with the last frame.

4. The strategy in generating the infinite lengtideo is

distributed into two steps. The first is to finc&ttbonnecting frame
backward the target frame. In order to make thaltresnoother,
the new connect frame must consider the similafitye second
step is to find the best similarity frame from ant frame to the
end frame.

time

Figure 3. A example to extend the length of vidBwe new order
is S->E->T->T->T,->E. The dotted line in the figure means the
connected order from the start point to the endtpoi
There is an example for step 4 showed in figurtn 3his figure,
the symbol S is the first frame in the video, tgmisol E is the

end of the video. The symbol T is the first conrfeatne searched,
while the video plays to the frame E it will conimto frame T.
Symbol T1 is the best choice from T to E, in théeraf getting
the smoothest connecting frame. Finally, symboli§2he most
similar to T1. So the order of the new extendeckwoiis S, E, T,
T1, T2, and E.

After the above steps, we will get a new extenddeéo. But it is
just a video patch. We have to insert the new patth the
inpainting area.

2.2.2 Blending for Inserted Patches

In the last section, we know the fittest frame nemlo be
inserted into the inpainting area. We also get réimite patch
video which can make the length of the new patoth source
video. If we only insert the patch into the soufigene, the final
result will be very strange.

In order to make the merged result of inpaintingaaand the
original image optimum, we use the multilayer blieigdconcept
to process the surroundings of the inpainting alfEavever, it's
not only the surroundings of the inpainting ared hlso the
middle of this area. Because there is a problenthefpriority
computing, it will make the middle part of this &ipting area not
continuous. So we will focus on the surroundingd emddle of
the inpainting area to process the multilayer bileg@lgorithm.

There are many algorithms proposed to do multildending,
such as graph cut [15,16] and Poisson algorithm]. [The
Poisson editor is an algorithm to merge two laysrd make the
seam of these two layers smoother. The goal ofghjer is to
inpaint an area which is not dynamic background umed as a
dynamic background. So we can treat this inpairdire as a new
layer and the original image as another layer. Twercan use the
Poisson algorithm to merge the layers.

In general, we will compute all layers in the Poissalgorithm.
The goal is to make the new layer blend in theioalglayer very
naturally. We won't process all layers in this papéwe do the
Poisson algorithm for all layers, the features e structure in
dynamic background will be lost. And, the inpaigtiarea will
become fuzzy. So we just focus on the surroundargs middle
of the inpainting area to process the Poisson igor

Figure 4 illustrates the area that we have to m®dke Poisson
algorithm [11]. The original image B, the inpainting area ®;,

because we just process the Poisson algorithm om th
surroundings of this area, we use the three piwetle area
marked asb,. Then the Poisson algorithm will be used to merge
two layers.

min = > (f, = f,—v,)%with f =f OpOd, Q)
s (pg)ndsee

wherev,, is the difference between point p of gradient paiht g
of gradient. The point q represents the neighbbpomt p. There
is a condition to make this formula completed.

for all pD¢S,|Np|fp— Z fq = Z fc: + vaq ®)

EN,n®s NN ®,, N,
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Figure 4, is the original imageDs is the inpainting area anbl,,
is the surroundings @bg
Equations form a classical, sparse (banded), syrianpbsitive-
definite system. Because of the arbitrary shapbooidary®,,
we must use well-known iterative solvers. In figirewe will
show more results.

3. VIDEO NARRATIVE GENERATION

Given a video schematic, the user has to choosmravand use
video scene as the base for timing and positioniihg. user also
needs to decide the type of clip (for extrapolatimrerpolation,

or down sampling). In order to produce a realisisult, several
techniques such as motion clip processing and layerging

should be considered. The motion clip includes twethods:
motion interpolation and extrapolation is used t@douce a
suitable video length of each motion clip. Layerrgieg is

performed from the last layer to the first layan. this section,
detailed methods are discussed.

For generating a meaningful video narrative, arnortigm of

motion interpolation/extrapolation of avatars igdisn this paper
for producing a suitable video length of each motatip. In an

earlier research result [12], authors proposed #omanalysis
algorithm. This work can accord the information tbé object
motion to control the motion speed of object. Bis thlgorithm,

we can finish the motion interpolation and extrapioh.

When we get a new object with different speed, rtiation clip
needs to consider. It is a basic element to telfloay in a video
narrative. A motion clip relies on the users to @® a motion
track in the story. In our current research, weehtwee types of
motion tracks:

1. Regular Motion Track: a motion clip can be placed in
normal speed, fast speed, or slow speed. Revearsedine
is also possible.

2. Extrapolated Motion Track: a cyclic motion clip can be
repeated for a duration defined by the user.

3. Spark Motion Track: a motion clip is placed on specific
time slots only. Actors are displayed on the moticack
for a fixed number of frames before removal (simitathe
effect in the movie “Jumper”).

The above three types of motion tracks can be rdetgecreate
new motion tracks. The spatiotemporal placemerdrélgn takes
several steps:

1. The user has to select a motion clip, decide itsandrack
starting location, and give extra parameters sikpeed
and length of extrapolation.

2. For each motion track

2.1. Compute time slots of appearance

2.2. Compute relative position of the object on frame

3. The user has to select a playback speed. The mlaybal
decides position of frames in the panorama and gwesb
frames into a video.

After these three steps, we can get the informatiolmackground
and foreground. The information includes speeds,tiano
direction and object’s special effect etc. Compuitime slot (i.e.,
frame number) for placing avatar is simply perfodni®y slicing
the panorama. That is, according to the playbacid,s¢he
panorama is segmented into background frames. Hawepatial
placement requires two extra steps. In the fiegh sassuming that
Fo andF; are two consecutive frames due to step 2.1, where t
target object is placed. For the second step, #pthdof avatar
needs to be considered. We do not have an autoswdtition for
all types of cameras. However, for our experimentahera, we
use a few distance markers to estimate the pergpetfect.

Finally, we have to merge the foreground and bamkgd.

Recently, Poisson image editing [11] is considessdapopular

and robust technique for seamless image composiiah can
offer visually pleasant composition results. Howewbe results
may not be acceptable in some cases due to objatassive
tone changes. In order to solve this problem, wepgse an
algorithm with a main purpose similar to [11] toeperve object
color information and make the result of layer nmeggmore

realistic. This algorithm can be separated into $teps: (1) using
Poisson equation to blend the boundary part ofabhjéth target
region; and, (2) adjusting object's intensity aratusation by
analyzing the target region. After the two stefe foreground
and background can merge much smoother. In retii¢ymethod
to merge two layers is very similar to equationrdl quation 5.
The areab,, is assigned to the contour of the object. The twaft
the contour is four pixels in our experiment. FEg@ shows an
actor we used.

7 ’Q
'z[ '-».l'r_w
(a) Object (b) mask
Figure 5. (a) is the object to be inserted. (ihésmask as the
reference for the Poisson algorithm. The yellowt gathe contour

to process the Poisson and the gray part will fested
according to the surrounding information.

4. EXPERIMENT

We demonstrate video narratives generated. Eaahm&asshows
static background generation and dynamic backgrgeneration.
We also show the results of storytelling in figéreN1 showed an
example of waterfall. We insert a new waterfalthe right side.
N2 is a view of volcano. The volcano is doubled. N3, we use
motion inpainting to add a new waterfall to thehtigshowing in a
red box. In the narrative generation of N4, we iihs@ avatar in
the background. Although it is hard to find a quiative
evaluation mechanism, our experiments illustratebent results.



Interested readers are welcome to visit our website
http://member.mine.tku.edu.tw/www/workshop10/indm.

5. CONCLUSION

We proposed a series of mechanisms to generate v@eatives
from existing video clips. We use patch referencargl frame
blending to generate a video scene as a basedarsir to plan
for video tracks in video narrative generation. €js tone and
size adjustment are used to make the result maiestie. We

allow video layers in different videos to be congarby adjusting
the saturation, the intensity, and the spatioteaipplacement of
layers. The motion inpainting is proposed to geteedynamic
background. We demonstrate the feasibility of usiogr

mechanisms for special effect production in digitabvies.

Applications of our mechanism include video forgand special
effect production. There still exist few limitati®fn our proposed
algorithm.
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N1: Motion inpainting result
with a larger effect of waterfall

N2: A source example showing
fire in volcano

N2: Motion inpainting is used
to make the volcano spectacular

N3: Another waterfall sources in
a smaller scale with details

N3: A new waterfall is added in
the red box

N4: A static background

N4: A person is walking in a
user-defined path

Figure 6. Narrative Generation (see demo websitgtpt//member.mine.tku.edu.tw/www/workshop10/indem)




