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Abstract—Matrix factorization (MF) technique has been 

widely utilized in recommendation systems due to the precise 

prediction of users’ interests. Prior MF-based methods adapt 

the overall rating to make the recommendation by extracting 

latent factors from users and items. However, in real 

applications, people’s preferences usually vary with time; the 

traditional MF-based methods could not properly capture the 

change of users’ interests. In this paper, by incorporating the 

recurrent neural network (RNN) into MF, we develop a novel 

recommendation system, M-RNN-F, to effectively describe the 

preference evolution of users over time. A learning model is 

proposed to capture the evolution pattern and predict the user 

preference in the future. The experimental results show that M-

RNN-F performs better than other state-of-the-art 

recommendation algorithms. In addition, we conduct the 

experiments on real world dataset to demonstrate the 

practicability. 
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I. INTRODUCTION 

Undoubtedly, the exponential growth of information have 
emerged in this era. How to efficiently and effectively retrieve 
relevant information for users from a massive data is a 
challenging issue. The goal of recommendation system is to 
capture the user's potential interests and suggest relevant items 
by users’ personalize preferences. It has been proven to 
improve the user satisfaction and content provider revenue in 
many applications.  

A considerable amount of research effort has been put 
forth on the recommendation system. Matrix factorization 
(MF) is one technique widely applied on recommendation. It 
could reduce dimensions by finding features from each user 
and item to improve recommendation accuracy. However, 
prior MF-based studies mainly focus on extracting latent 
factors from users’ explicit feedbacks which implicitly 
reflected the user preferences and item characteristics. These 
methods may suffer from several critical issues. Clearly, in 
several applications, user preference usually vary with time. 
The latent factors extracted from MF may not properly capture 
the evolution of users’ interests. The traditional MF-based 
techniques do not include the concept of time progress.  

In this paper, based on matrix factorization (MF) and 
recurrent neural network (RNN), we develop a novel 
recommender system, Matrix-Based Recurrent Neural 
Network Factorization (abbreviated as M-RNN-F), to capture 
the evolving pattern from the preference evolution. We also 
propose a dependent learning model to describe the behavior 
pattern and predict the user preference in the future. 

Dependent learning considers the context awareness of user 
and item concurrently; the evolutions of users’ latent interests 
and items’ latent characteristics are learning together. We fuse 
the latent factors of users and items together and learn the 
evolutions. The main contributions of proposed method are as 
follows: 

 A transformation method is proposed to separate the huge 
user rating matrix into smaller feedback matrices based on 
the rating time. The feedback matrix reveals the 
accumulated users’ rating behaviors without any 
information loss. Obviously, the smaller matrix we tackle, 
the less computation time and memory resource are 
required for processing. 

 In advance, the relationship among users and items is a 
critical issue for recommend “right” things to “right” users. 
By incorporating the extracted latent factors of users and 
items in M-RNN-F architecture, the cross-relation among 
users and items also could be effectively learned and 
estimated by dependent learning model. 

 We perform extensive experiments on several real-life 
datasets. Our results demonstrate that proposed method 
outperforms the other state-of-the-art recommendation 
models. The proposed M-RNN-F exhibits outstanding 
generalization ability and is robust across real datasets 
with different natures. 

The remainder of this paper is organized as follows. 
Sections 2 presents related works and preliminary. Section 3 
provides the proposed M-RNN-F recommendation system. 
Section 4 details the experiments and the performance study, 
while Section 5 presents the conclusion. 

 

II. RELATED WORK 

2.1 Matrix Factorization 

Matrix is one of the most important basic concepts in 
mathematics. Matrix factorization (MF) refers to the 
decomposition of a matrix into the product of several matrices 
or the sum of some matrices by some algorithm according to 
a certain principle. The special forms of these factorizations 
can obviously reflect some characteristics of the original 
matrix; moreover, the methods and processes of factorizations 
provide some effective numerical calculation methods and 
theoretical analysis. 

Several studies focus on effectively factorizing the target 
matrix. He et al. [5] design a new learning algorithm based on 
the eALS technique, for efficiently optimizing a MF model 
with variably-weighted missing data, and then seamlessly 



update the MF model as new entries are given. ML-JMF [13] 
introduces a multi-label answer aggregation approach, which 
not only selectively and jointly factorizes the sample-label 
association matrices and shared low-rank matrices, but also 
takes advantage of the correlation among labels and of the 
similarity between annotators to guide the factorization.  

To solve the extreme sparsity problem of the target rating-
matrix, several MF-based methods constrain the 
decomposition results to be non-negative. Luo et al. [8] 
propose a regularized single element based NMF (RSNMF) 
model which focuses on the non-negative up-dated process 
depending on each involved feature rather than on the whole 
feature matrices. RSNMF utilizes the single-element-based 
update rule to integrate the Tikhonov regularizing terms. 
Semi-non-negative MF [15] is a low-dimensional 
representation technique for learning data sets. The 
representation may contain quite complex hierarchical 
information and implicit low-level hidden attributes, which 
cannot be explained by classical first-level clustering methods. 
Thus, Deep Semi-NMF [12] is proposed to learn hidden 
representations and interpret clusters based on different 
unknown properties of a given dataset. 

Chua et al. [2] utilize the dynamic matrix factorization 
(DMF) techniques to de-rive different time factorization 
models and predict the missing time steps in different 
historical steps. DMF technique extends the concept from 
non-negative matrix factorization (NMF) and Linear 
Dynamics System (LDS). Sorkunlu et al. [11] design a 
dynamic matrix factorization algorithm, called DynamicMF, 
with a three-dimensional delay. DynamicMF automatically 
extracts low-dimensional signals in the data to track system 
efficiency and identify performance anomalies. 

2.2 Recommendation on MF 

With the impressive achievement of latent factor models 
(LFM) in many domains, various MF-based approaches [4, 14, 
16, 17] have been proposed to leverage on user-item rating 
recommendation systems. Actually, the rating patterns could 
be inferred through the factor vectors extracted from matrix 
decomposition. A high degree of correspondence between 
user and item factors leads to facilitating the recommendations.  
Koren et al. [6] decompose the rating matrix into two low-
dimensional matrices, which are used to describe the 
characteristics of the users and items, and then the inner 
product of the two low-dimensional matrices to reconstruct 
the user’s score for the unrated items.  

Abdi et al. [1] utilize MF approaches to improve the 
performance of processing large scale datasets. Authors also 
incorporate contextual information on the quality and 
accuracy for recommendation. Park et al. [10] devise an RWR 
method combining global bias term to MF. Authors also 
discuss various aspects of qualified recommendation to tackle 
the cold-start problem. Ma et al. [9] construct a factor analysis 
approach based on the probabilistic matrix factorization (PMF) 
to solve the data sparsity and poor prediction accuracy 
problems. PMF also employs both users' social network 
information and rating records. 

Moreover, Lin et al. [7] proposed a hybrid real-time 
incremental stochastic gradient descent (RI-SGD) to derive 
the implicit Matrix Factorization, which consists of alternating 
least squares (ALS) with weight regularization in the training 
phase and stochastic gradient descent (SGD) in the updating 
phase. Gemulla et al. [3] develop a stratified SGD variant 

(SSGD) to apply on a new MF algorithm which can handle a 
wide variety of Factorizations. Authors also establish 
sufficient conditions for convergence of SSGD using results 
from stochastic approximation theory and regenerative 
process theory. 

 

III. M-RNN-F RECOMMENDATION SYSTEM 

The architecture of M-RNN-F consists of four major 
components: (1) Feedback sequence transformation & matrix 
factorization, (2) Evolution learning, and (3) Prediction and 
recommendation, as shown in Fig. 1. 

 

Fig. 1. The architecture of M-RNN-F system. 

3.1 Feedback matrix transformation & factorization 

Let U= {u1, u2, ... , um} be a set of users and V= {v1, v2, ... , 
vn} be a set of items. A rating record is a pair (rij, tij) where rij 
and tij denote the rating value and the rating time generated by 

user ui for item vj, respectively. A rating matrix R (mn) 
consists of all rating records (rij, tij) have been generated by 

uiU. Given a rating matrix R (mn), the task of 

recommendation system is to predict the rating value rij  R, 
i.e., the items that have not yet been rated by users. 

For preprocessing, the rating matrix R is transformed into 
several smaller feedback matrix based on the rating time tij of 
a rating record as the Definition 1. 

(Definition 1 Feedback Matrix and Sequence)  

Given a rating matrix R (mn) consists of all records (rij, tij), 
with the user-specified started time t0 and time interval length 
Δt, a feedback matrix Mk is a matrix consisting of all the rating 

value rij, where t0 ≤ tij <t0+(kΔt)and k ≥ 1. The sequence 

M1, …, Mk, … is called feedback sequence.  

After feedback sequence generation, we factorize the 
feedback matrix to discover the latent preferences of users and 
characteristics of items. Due to the characteristic of the 
accumulated manner of feedback matrices in feedback 
sequence, we could easily reuse the result of previous matrix 
to facilitate the computation of next matrix. 

(Definition 2 Preference and Characteristic Matrix) 

Suppose d dimension vectors piℝ𝑑  and qjℝ𝑑  denote the 
vectors of latent preference of each user and characteristic of 

each item, respectively. P (md) represents the preference 



matrix of all user latent vectors pi, 1≤ i ≤ m; Q (dn) represents 
the characteristic matrix of all item latent vectors qj, 1≤ j ≤ n. 

For Mk, we compute the new user preference 𝑝𝑖
𝑘 and 𝑞𝑗

𝑘 by 

minimizing the loss function (1).  

𝑝𝑖
𝑘 , 𝑞𝑗

𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛(
1

|∆𝑀𝑘|
∑ (𝑟𝑖𝑗 − 𝑝𝑖

𝑇𝑞𝑗)
2

+𝑟𝑖𝑗∈∆𝑀𝑘

                             𝜆𝑝 ∑ ‖𝑝𝑖‖2𝑚
𝑖=1 + 𝜆𝑞 ∑ ‖𝑞𝑗‖

2𝑛
𝑗=1 )  

where 𝜆𝑝 and 𝜆𝑞  are two positive constants. In this paper, we 

adopt gradient decent method to find the optimization in (1). 
We iteratively adapt the pi and qj by the functions (2) and (3), 

𝑝𝑖
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𝑇𝑞𝑗) +𝑟𝑖𝑗∈∆𝑀𝑘

                               2𝜆𝑝𝑝𝑖
ℓ−1) 

𝑞𝑗
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ℓ−1 − 𝜂 ∙ (−
2

|∆𝑀𝑘|
∑ 𝑝𝑖(𝑟𝑖𝑗 − 𝑝𝑖

𝑇𝑞𝑗) +𝑟𝑖𝑗∈∆𝑀𝑘

                               2𝜆𝑞𝑞𝑗
ℓ−1)                                                               (3) 

where ℓ is the learning iteration index and 𝜂 is the learning 
rate. 

Definitely, from (2) and (3), we could find that 𝜂 controls 
how fast that pi and qj change to reduce the mean squared error 
in (1). 

3.2 Evolution learning 

After factorizing the feedback sequence, we could derive 
the latent preference of each user and characteristic of each 
item. In next step, the latent features are processed and trained 
by the learning module to capture the evolution patterns. In 
this paper, by extending the idea of recurrent neural network 
(RNN), a learning model is developed to capture and describe 
the complicated sequential information and long-range 
evolutions contained in user preferences and item 
characteristics. The recurrent layer takes the sequence of latent 
vectors (including preference and characteristics) factorized 
by MF as inputs. Then, it outputs the hidden state step by step. 
These hidden states are called as the current status of the latent 
vectors. During this processing, memory cell will capture the 
long-term evolution by memorizing not only the order of users’ 
and items’ variations, but also the relationships among them.  

We utilize the series of factorized latent matrices including 
the information of users’ latent preferences and items’ latent 
characteristics to model the short-term and long-term 
evolutions simultaneously. The idea of learning is extended 
and modified from LSTM model; intuitively, the pattern of 
variation of both user preference and item characteristic could 
be captured by recurrent component in standard LSTM 
architecture. The concept of learning is given as Fig. 2. The 
main learning component is D-LSTM (Dependent LSTM). 
When using dependent learning for the item recommendation, 
the combination of user preference and item characteristic can 
be exploited to learn user's and item’s short-term interests. 

Similar to original LSTM, D-LSTM consists of one cell 
state and three controlled gates to keep and update the memory. 
While memory cell Ct−1 contains the historical combination of 
user's preference and item’s characteristic, which reflect the 
long-term interest evolution, the ht−1 stores the previous output 
result. The objective functions of D-LSTM are as follows, 

         𝑓𝑡 = 𝜎(𝑊𝑓(𝑃𝑡 + 𝑄𝑡) + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)            

 

Fig. 2. The concept of dependent learning model. 



 𝑖𝑡 = 𝜎(𝑊𝑖(𝑃𝑡 + 𝑄𝑡) + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖) 

 𝑜𝑡 = 𝜎(𝑊𝑜(𝑃𝑡 + 𝑄𝑡) + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜) 

𝑍𝑡 = 𝜎(𝑊𝑍(𝑃𝑡 + 𝑄𝑡) + 𝑈𝑍ℎ𝑡−1 + 𝑏𝑍)

𝐶𝑡 = 𝑓𝑡 ∘ 𝐶𝑡−1 + 𝑖𝑡 ∘ 𝑍𝑡

 ℎ𝑡 = 𝑜𝑡 ∘ 𝑡𝑎𝑛ℎ(𝐶𝑡 )

The inputs are 𝑃𝑡 + 𝑄𝑡 : the concatenation of the flatten 
preference matrix and flatten characteristic matrix, Ct−1: 
memory cell of the combination of preference and 
characteristic history, ht−1: previous output result. We first 
derive the forget gate ft, input gate it, and output gate ot, 
deciding how much information will be forgotten, input, and 
output by (4) to (6), respectively. σ represents a sigmoid 
function to map the values between 0 to 1, where 0 represents 
completely ignoring the content and 1 represents completely 
keeping this content. W and U are the learning weights, and b 
is the bias of each gate. Zt is learning from the input 𝑃𝑡 + 𝑄𝑡 
and previous result ht-1 in Eq. (7). Finally, in Eqs. (8) and (9), 
we derive the new memory cell Ct and output ht. Note that with 
the data-driven concept, the parameters of the network 
learning (i.e., W, U and b) are all adjusted concurrently with 
the rest of network parameters by back-propagation. 

3.3 Prediction and recommendation 

After feeding a feedback sequence M1, …, Mk into D-
LSTM, we could have the final output result 𝑃𝑡+1 + 𝑄𝑡+1 . 
Then M-RNN-F decompose  𝑃𝑡+1 + 𝑄𝑡+1 into two matrices, 

preference matrix 𝑃𝑡+1 (md) and characteristic matrix 𝑄𝑡+1 

(dn). By multiply 𝑃𝑡+1and 𝑄𝑡+1 together, we could derive 

the prediction matrix 𝑅′ = 𝑃𝑡+1 × 𝑄𝑡+1. The rating value 𝑟𝑖𝑗
′  

𝑅′ but  R is called the prediction value of user ui for item 
vj. Given a user-specified number N, for the query about user 
ui, M-RNN-F will list the top-N largest prediction values in 
ith-row of 𝑅′. 

 

IV. PERFORMANCE EVALUATION 

In this section, we evaluate the effectiveness and 
robustness of proposed M-RNN-F recommendation system 



comparing with the static MF model. The dataset and data 
preprocessing procedure are discussed as in Table 1. 

TABLE I. THE MOVIELENS DATASETS 

 

 
Since both two datasets are sparse, to analyze the impact 

of each user on the movie ratings of each month, we first group 
the data according to the timestamp of month, and transform 
into the feedback matrices and sequence. For MovieLens 
100K, the transformed feedback sequence has 8 feedback 
matrices; for MovieLens 1M, the transformed feedback 
sequence has 36 feedback matrices. Then we segment the 80% 
of dataset as training set, and the remaining 20% one for the 
test set. 

To evaluate the effectiveness of our proposed M-RNN-F, 
we use accuracy metric with different size of latent vector d. 
d setting controls the sizes of two factorized results at month 
t, preference matrix Pt and characteristic matrix Qt. We choose 
d = 100, 200, 300, 400, 500, and 800 to illustrate the different 
accuracy results. To measure the statistical accuracy of 
prediction, we use the mean absolute error (MAE) and root 
mean square error (RMSE) as the metrics to evaluate the 
quality of prediction results. The MAE and RMSE are defined 
as, 

𝑀𝐴𝐸 =  
∑ |𝑟�̃�−𝑟𝑖|𝑛

𝑖=1

𝑛
                               (10) 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑟�̃�−𝑟𝑖)2𝑛

𝑖=1

𝑛
                          (11) 

where n is the number of total predicted rating, 𝑟�̃� the predicted 
rating for the ith movie, 𝑟𝑖 is the user’s true rating value for 
the ith movie. MAE is defined as the average absolute 
difference between predicted ratings and actual ratings; 
likewise, RMSE is the average root square difference between 
predicted values and actual values. Both measures are 
frequently used to assess the goodness of predicted values by 
a model or an estimator. 

We demonstrate the performance of proposed M-RNN-F 
comparing to traditional static MF method. All models are 
implemented on keras. First, we apply M-RNN-F on 
MovieLens 100K and 1M datasets to discuss the MAE 
experimental results. The performance of MAE metric 
evaluation is shown in Tables 2 and 3. We could observe that 
M-RNN-F has overall best performance comparing to static 
MF method. In advance, without any doubt, the d setting is 
also an important issue for movie recommendation.  

TABLE II. MAE@D ON THE MOVIELENS 100K DATASET 

 

 

As shown in Tables 2 and 3, when d=200 to 800, M-RNN-
F has better MAE on MovieLens 100K dataset; however, 
when d=100 to 500, M-RNN-F has better MAE on MovieLens 
1M dataset. 

 

TABLE III. MAE@D  ON THE MOVIELENS 1M DATASET 

 

 

Next, we have the experiment on the RMSE metric on 
MovieLens 100K and 1M datasets. The experimental results 
are as Tables 4 and 5. We could find that M-RNN-F has 
overall better performance comparing to static MF method. 
Similar to the above case, as shown in Tables 4 and 5, when 
d=200 to 800, M-RNN-F has better RMSE on MovieLens 
100K dataset; especially when d=500, the proposed method 
has the best result. However, M-RNN-F has better RMSE on 
MovieLens 1M dataset when d=100 to 500. 

TABLE IV. RMSE@D ON MOVIELENS 100K DATASET 

 

TABLE V. RMSE@D ON MOVIELENS 1M DATASET 

 

 

In summary, we set the pre-trained matrix factorization 
size of d =100 to 800, and the training batch size and epoch to 
200,000 and 100, respectively. From the experimental results, 
the proposed D-LSTM model in M-RNN-F is significantly 
superior to the baseline method in MAE and RMSE. 

 

V. CONCLUSION 

In this information explosion era, how to recommend right 
thing to right user is a challenging issue. In this paper, we point 
out the importance of preference evolution. By combining the 
recurrent neural network and Matrix Factorization, we 
develop a novel recommendation system, M-RNN-F, to 
effectively describe the preference evolution of users over 
time. A learning model is also proposed to capture the 
evolution pattern and predict the user preference in the future. 
The experimental results show that M-RNN-F performs better 
than static MF-based recommendation algorithm. In addition, 
we conduct the experiments on real world dataset to 
demonstrate the practicability.  
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